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Define a similarity function on example pairs,

s(xi, xj ; ~w) = ~w · ~f(xi, xj). (1)

Define, for each example index i ∈ {1, . . . , n}, for each possible antecedent label,
y ∈ yi, for each possible parameter vector, the index of the maximum similarity
prior example,

j(i, y, ~w) = arg max
j<i|yj=y

s(xi, xj ; ~w). (2)

Define the set of unique labels of previous examples:

yi = {y|y ∈ {y1, y2, . . . , yi−1}}, for i ∈ {1, . . . , n}. (3)

Note that y1 = ∅. Given a set of examples with labels, {(x1, y1), . . . , (xn, yn)},
the log-likelihood that our model assigns to the data is

L(~w) =
∑

i

log Qi(~w)− log Zi(~w), (4)

where

Qi(~w) =

 exp
(
s(xi, xj(i,yi, ~w); ~w)

)
if yi ∈ yi

1 if yi = i
0 othw.

, (5)

and

Zi(~w) = 1 +
∑
y∈yi

exp(s(xi, xj(i,yi, ~w); ~w)). (6)

Consider a procedure to learn a parameter vector for this model that runs
in rounds. Let ~w(t) be the parameter vector after the tth iteration. Consider
the “local” objective around ~w(t),

L(t)(~w) =
∑

i

log Q
(t)
i (~w)− log Z

(t)
i (~w), (7)
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where

Q
(t)
i (~w) =


exp

(
s(xi, xj(i,yi, ~w(t)); ~w)

)
if yi ∈ yi

1 if yi = i
0 othw.

, (8)

and

Z
(t)
i (~w) = 1 +

∑
y∈yi

exp(s(xi, xj(i,yi, ~w(t)); ~w)). (9)

Note that we have simply replaced ~w with ~w(t) in the argument to j(·). L(t) is a
convex function of ~w. And, over the small region where j(i, y, ~w) = j(i, y, ~w(t)),
this “local” objective is equivalent to the model log-likelihood, L(t)(~w) ≡ L(~w).
This observation motivates the following simple, iterative optimization algo-
rithm. Let ~w(t) be the current parameter setting. Find the distance in the
direction of the gradient that can be traveled before the “local” objective no
longer aligns with the model log-likelihood. i.e. we want to find the distance
along the gradient where there is a transition to a new “local” objective. For-
mally, we want to find

α∗ = arg inf
{α|~L(t)(~w(t)+α∇~L(t)) 6=L(~w(t)+α∇~L(t))}

α. (10)

Since L(·) is entirely dependent on j(·), we can equivalently write this as

α∗ = arg inf
{α|∃i,y s.t. j(i,y, ~w(t)+α∇L(t)) 6=j(i,y, ~w(t))}

α. (11)

A necessary condition for j(i, y, ~w) 6= j(i, y, ~v) is that for some i and for some
y ∈ yi,

s(xi, xj(i,y, ~w); ~w) ≥ s(xi, xj(i,y,~v); ~w), and (12)
s(xi, xj(i,y, ~w);~v) ≤ s(xi, xj(i,y,~v);~v). (13)

So, instead of searching over values of α, we search over possible values of
j(i, y, ~w), for each i, y ∈ yi. Let k be such that k < i, yk = y and k 6= j(i, y, ~w(t)).
Define ∆f(i, y, k, ~w(t)) = f(xi, xk; ~w(t)) − f(xi, xj(i,y, ~w(t))). If there is some α

such that j(i, y, ~w + α∇~L(t)) = k, then the smallest such α is

α̂(i, y, k, ~w(t)) = − ~w(t) ·∆f(i, y, k, ~w(t))

∇~L(t) ·∆f(i, y, k, ~w(t))
(14)

Note that α̂ will be negative if no such α exists. To find α∗, we simply take the
smallest α̂ over allowable values of i, y, and k (i ∈ {1, . . . , n}, y ∈ yi, k < i, and
k 6= j(i, y, ~w(t))).

Note that it is possible that α∗ = 0. In this case, we must use a direction
other than the gradient1. Let î, ŷ and k̂ be such that α̂ = 0. Our new direction

1A “hack” to avoid such cases is to “overshoot” the iteration update. i.e. use the update
~w(t+1) = ~w(t) + 2α∗∇~L(t). This avoids the “boundary” and may work well in practice, but
there are no guarantees that such a procedure would converge.
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must be such that s(xi, xk; ~w(t)) = s(xi, xj(i,y, ~w(t)); ~w(t)). We add this constraint
and remove α̂(̂i, ŷ, k̂, ~w(t)) from consideration. If still α∗ = 0, we repeat, adding
an additional constraint to the direction and removing the corresponding α̂ from
consideration.

It can be shown that the regions are convex and hence have linear boundaries
(since any non-linear boundary gurantees that either the inside or the outside
is non-convex).

Note that if the number of regions is small, we can simply enumerate them
and find the local maximum for each. The maximum of the local maximums is
the global maximum.

If the number of regions is large, we can do random restarts to improve our
chances of finding a point with objective value near the global max. And, if we
keep track of the path of region traversals in each restart, we may terminate
many of the restarts early. If a restart enters a region that had been part of
a previous path, there is no need to continue (assuming we move to the max
point in a region when we enter it).

We thank John Barnett for valuable comments and discussion.
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